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ABSTRACT

Accidents can be triggered by Drowsiness. Drowsiness reduces the attention of

drivers, hinders quick reactions and impacts a driver's capacity for decision-making while

driving. This Real-time Driver Drowsiness Detection using OpenCV with Keras

Convolutional Neural Network uses digital image processing, machine learning object

detection algorithms, and model training methods to monitor the driver's facial

movements, reducing the need for human intervention and helping to reduce accidents

and fatalities.

This driver drowsiness detection system can assess whether the driver's eye is

closed by utilizing a Python-based Anaconda Jupyter Application and can inform the

driver by sounding an alarm. The system was tested using the following variables, which

produced correct results: Drowsiness Level, Face Angle, Lighting Conditions, Eye

Coverage, Eye Accessories, and Eye Shape.

The system made was able to input an image from the camera, was able to

classify a face and the eyes, was able to create Region of Interest, was able to feed the

image to the classifier that identifies if the eyes are open nor close and was able to

calculate the time to check of the person is drowsy or not using Keras Convolutional

Neural Network with PERCLOS method.

A pre-trained Inception V3 model was used for the training algorithm. The model

training algorithm was also used since it uses transfer learning that reduces the time for

the model to train. This was implemented using the TensorFlow application for the

convenience that it takes an input as a multidimensional array.
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CHAPTER ONE

INTRODUCTION

1.1 Background of the Study

Accidents can occur anytime, anyplace, but one of the most typical places they

occur is on the road. Accidents occur for a variety of reasons, including the high volume

of moving vehicles, people and/or animals crossing the road, nearby buildings,

infrastructure on the road and on the sidewalk, drowsiness driving, and many other

factors. One specific example is a long travel, especially at night, can be risky because

tired or nodding-off drivers are more common. In fact, drowsiness is one of the primary

reasons why drivers make mistakes, according to the American Automobile Association

(LeBeau, 2018). As reported by the UK Department of Transport, twice as many

accidents as those caused by speeding, one in ten incidents are caused by drivers falling

asleep behind the wheel. In a recent study by the US Centers for Disease Control and

Prevention (CDC) that was reported in the Morbidity and Mortality Weekly Report

(Buban, 2013), researchers discovered that snoring and short sleep duration were both

independently linked to an increased risk of drowsy driving. Driving while fatigued

might be just as risky as drinking and driving.

In the Philippines, driving drowsiness or the steady decline in attention that

results in sporadic dozing off and eventually sleep cause hundreds of auto accidents each

year. While it may be difficult to pinpoint which of the roughly 90,000 traffic accidents

that take place in the nation each year could be linked to road fatigue and drowsiness

(Buban, 2013), data from the Public Works Department, Metropolitan Manila

Development Authority, and the Philippine National Police-Highway Patrol Group

revealed that in 2011, there were 85,820 traffic accidents that were recorded, resulting in

close to 2,000 fatalities and nearly 29,000 injuries. Despite the fact that, unlike with

alcohol, it is still impossible to determine whether a driver who was involved in an
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accident was fatigued or drowsy, the British Royal Society for the Prevention of

Accidents estimates that driver fatigue accounts for up to 20% of traffic accidents and up

to 25% of fatal and serious accidents (Buban, 2013). It's interesting to note that Cardiff

University researchers in the UK discovered that driver fatigue after a few hours has a

similar impact to driving when intoxicated (Buban, 2013).

According to a 2010 study, three hours behind the wheel at night might make

drivers behave as though they are drunk. Furthermore, the same study discovered that

even two hours of nighttime driving can have the same negative effects on performance

as a few drinks. Driving while sleep deprived is risky in the Philippines. "While the

majority of individuals are aware of the risks associated with drunk driving, many are

unaware that drowsy driving can be just as deadly. Sleepiness, like alcohol, slows

reaction times, reduces awareness, clouds judgment, and raises the danger of a collision,

according to Daisy Jacobo, director of the Land Transportation Office's Traffic Safety

Division (Buban, 2013).

When traveling at 100 kph, even a brief time of dozing off can be exceedingly

dangerous since it can cause the driver to lose control and go roughly 30 meters. This is

more than enough space to cause the driver to crash into a ditch, hit a tree, an

approaching car, or even worse, a pedestrian. In a separate study, 14 healthy young men

between the ages of 21 and 25 were recruited to determine the extent to which fatigue

impairs driving performance (Soleimanloo et al., 2017). The study was carried out by

researchers at Utrecht University in the Netherlands. Each driver, under supervision, was

required to maintain a steady speed of 129 kph on the highway and stay in the center of

the traffic lane for two, four, or eight hours at a period during the night.

The findings, which were reported in the Journal of Sleep Research, demonstrated

that after just two hours behind the wheel, the drivers were already engaging in behaviors

according to blood alcohol concentrations of 0.05 percent, which is already more than

twice the legal limit for driving in the UK. However, it should be interesting to note that

law for professional truck and public transport drivers in Europe requires them to not

drive without a break—driving time should not exceed 9 hours per day or 56 hours per
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week. The maximum number of hours to safely drive per day varies from driver to driver

and situation to situation. It's crucial to keep drowsy drivers off the road, but it can be

challenging. One solution to deal with this problem is to be able to identify drowsy

drivers and warn them to drive carefully and take a rest if they feel sleepy. By detecting

drowsiness, accidents caused by microsleep, tiredness, and inattentiveness can be

avoided. A Driver Drowsiness Detection System in most cases is a tool or component of

advanced driver assistance systems (Wessel, 2022). These are technologies and systems

aimed at making driving safer and reducing the likelihood of catastrophic road traffic

accidents being caused by human error. These may include automatic emergency braking,

a warning if something is in the driver's blind spot, alert systems such as alarms, and the

like.

Driver Drowsiness Detection systems use cameras, eye or facial tracking sensors,

and other hardware to measure visual indicators and parameters. Drowsiness can be

identified by yawning frequency, eye blinking frequency, eye gaze movement, head

movement, and facial expressions. These systems have the ability to watch driving input

behavior, alert the driver to errant lane changes, pedal use, steering movements, and

detect facial movements, and alarms (Wessel, 2022). Some of the current systems and

various technologies that can be used to detect driver’s drowsiness are the following:

steering pattern monitoring, vehicle position in lane monitoring, driver eye and face

monitoring, physiological measurement, and digital image recognition and sensor.

Advanced Driver Assistance Systems (ADAS) Technology, such as systems that

detect driver drowsiness, is quickly becoming the norm. Many different forms of ADAS

equipment will be standard on US automobiles, as technology becomes more and more

practical for supporting drivers and enhancing road safety (Benson et al., 2018). Another

example is the 2018 Cadillac CT6. The Cadillac Super Cruise system, an infrared camera

the size of a gumdrop mounted on the steering wheel column can precisely ascertain the

driver's level of attentiveness. Under a wide range of daytime and nighttime driving

conditions, a precise measurement of head orientation and eyelid movements is used to

ascertain the driver's attention status. A light bar built into the steering wheel will flash to

draw the driver's attention back to the road if they glance away from it or close their eyes
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for longer than a few seconds. The system will deploy a series of escalating visual, audio,

and seat vibration alerts if it decides that the driver is continuing to purposefully or

unintentionally neglect the road, culminating in an automatic safety stop if the driver is

unable to do so (Shenouda, 2017).

In a proposed study, using the Image Processing Drowsiness Detection System, to

gauge one's state of sleepiness, drowsiness-related factors including eye movements are

noticed and examined (Poursadeghiyan et. al., 2018). The visual signs of intoxication

could be picked up by taking a picture of the driver and using image processing (Khan &

Mansoor, 2008). The eyes are comparatively more significant than other facial features,

and numerous studies on how to process eye health have been done. For instance, the IR

Illuminator used variables like PERCLOS (Percentage of Eye Closure), duration of eyes

closure, and frequency of blinks to assess the level of attentiveness (Bergasa, et.al. 2006).

The only basis for the detection of sleepiness was PERCLOS. A tiny camera was used to

conduct the observation test, which had a 98% accuracy rate for identifying the degree of

drowsiness (Liu et al., 2010).

In the Philippines, a study on Driver Drowsiness Detection based on Eye

Movement and Yawning Using Facial Landmark Analysis study used a 300W dataset and

the application of API Based Histogram of Oriented Gradients and Linear Support Vector

Machine approach. This makes it possible to recognize faces and classify them, perform

Random Forest Regression on each tree with two node splits to identify facial landmarks

and extract Euclidean Distance points from the eyes and mouth to determine tiredness

based on eye closure and yawning. The findings demonstrated that in both of the study's

two different camera angle configurations, eye closure consistently gave a 100%

detection rate. However, there are several limitations to the detection and recognition of

yawning and the combination of mouth and ocular drowsiness actions (Ramos et.al.,

2019). Quiroz et al., (2020) state that the system was able to detect drowsiness correctly

and precisely due to the application of a pre-trained facial landmarks detector, the

computation of eye aspect ratio using Euclidean distance, and the appropriate value of the

eye aspect ratio threshold. The most crucial parameter in this system is the eye aspect
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ratio threshold. If it is set too low, the system won't be able to detect drowsiness, and if it

is set too high, it may be excessively sensitive to it.

Influenced by the existing devices and the desire to create a Drowsiness Detection

System here in the Philippines, the Armada team proposes to develop a system that

determines whether the driver’s eyes are closed through Real-time Driver Drowsiness

Detection using OpenCV with Keras Convolutional Neural Network. This will assess

whether the person is drifting off when their eyes are closed for at least 5 seconds. The

system will sound a repeated warning to startle the subject if it recognizes the earlier

scenarios. The researchers will create instances such as eye shapes, eye accessories, and

other factors to compare results and ensure that the data is accurate. Through this, there is

a chance to lessen road accidents caused by driver’s sleepiness or drowsiness and may

save the driver’s life and other possible casualties.

1.2 Statement of the Problem

The study on Real-time Driver Drowsiness Detection using OpenCV with Keras

Convolutional Neural Network seeks to determine whether a system can contribute to the

reduction of accidents and fatalities that occur every year by introducing modern

technology-based software that decreases human intervention and monitors every driver's

movement. Specifically, it intends to measure the project capabilities by answering the

following question:

1. How can the system utilize machine learning object detection algorithms to

identify driver drowsiness status?

2. Can the system operate effectively under different scenarios that may possibly

affect the recognition capability of the system?

3. How accurate are the facial and eyelid detection capability of the system?

4. Can the system be deployed commercially?

1.3 Objective of the Study
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This section offers a comprehensive explanation and a concise understanding of

the general and specific objectives of this project entitled, Real-time Driver Drowsiness

Detection using OpenCV with Keras Convolutional Neural Network.

1.3.1 General Objective

The goal of this research is to create a system for detecting Real-time

Driver Drowsiness Detection using OpenCV with Keras Convolutional Neural

Network. It determines whether the driver’s eyes close and creates an alarming

sound to wake them up. In order to compare and evaluate whether the algorithm

produces accurate results, the researchers will also develop scenarios in which

various eye shapes, eye accessories, and other variables are trained in the

database. This will reduce the likelihood of a traffic collision and the frequent

fatalities brought on by drowsy driving. The system will be developed using a

Python-based Anaconda Jupyter application.

1.3.2 Specific Objectives

1. To input an image from the camera;

2. To detect face and eyes in the image;

3. To create a Region of Interest (ROI), for both detected face and eyes;

4. To feed the image to the classifier (model), which will categorize whether

eyes are open or closed; and

5. To calculate the time to check if the person is drowsy or not.

1.4 Significance of the Study

This research is proposed with the goal of providing crucial information and

knowledge regarding any related issues in concern with the chosen title; Real-time Driver

Drowsiness Detection using OpenCV with Keras Convolutional Neural Network.

Benefiting the study are the various sectors as follows:
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The Traffic Monitoring Authority. As this research revolves around traffic monitoring,

this industry will be the direct recipient of this study. Any improvement brought by the

output of this project can be used to lessen road accidents caused by driver drowsiness.

This can also serve as an additional reinforcement to prevent the upwards trajectory of

this cause of death every year.

The Car Companies or Businesses. In the business aspect, drowsiness detection will be

an additional function in car safety technology. Through this, consumers will be

guaranteed that when they purchase a car, it has a feature to keep them extra safe and

secured.

The Future Researchers. The majority of forthcoming researchers undertaking

comparable and connected studies regarding traffic accidents and driver drowsiness

would greatly benefit from the results of this study.

The General Public. Although this study was created with the intention of assisting the

traffic monitoring authorities, it will also be useful as a caution to consumers that these

incidents are real and will serve as an example of how to avoid being in one of the

accidents.

1.5 Scope and Limitations

The goal of this study is to identify Real-time Driver Drowsiness Detection using

OpenCV with Keras Convolutional Neural Network. The system will be developed using

a Python-based Anaconda Jupyter application. The project will determine whether the

subject’s eyes are closed when drowsy, yawning, or they’re simply nodding off. When the

system detects the previous scenarios, it will produce a recurring alarm to startle the

subject. The research will also take into account various eye shapes, eye accessories, and

other factors that may hinder drowsiness detection. Instances will be produced by the

researchers in order to compare outcomes and verify the accuracy of the data. This study

will simply examine how the eyes move, excluding any other elements that can

contribute to driver drowsiness.
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CHAPTER TWO

REVIEW OF RELATED LITERATURE

2.1 Driver Drowsiness Issue

Road accidents have become a major source of concern as they cause a significant

number of injuries and fatalities. The World Health Organization (2020) reports that 1.25

million people die worldwide annually as a result of road accidents, an issue that is both

predictable and avoidable. In the Philippines, according to the Philippines Statistics

Authority (2022), there were 6,440 fatalities related to road accidents between January

and September of 2021. Comparing it to the same period in 2020 wherein there are 6,179

deaths, it can be seen that there was an increase of 4.2 percent. With that, in the given

period in 2021, road accidents were responsible for 1.4 percent of all fatalities in the

country causing road accidents to be ranked as the 15th leading cause of death among

Filipinos in 2021.

According to Rafid, et. al. (2020), it is a proven truth that driving while inattentive

accounts for a significant portion of road accidents. Driver fatigue and drowsiness have

been identified to be contributing factors to inattentive driving. Driver drowsiness is

frequently induced by four major factors: sleep, work, time of day, and physical

exhaustion. People sometimes strive to do a lot in a day, which causes them to lose

important sleep. People frequently stay awake by consuming caffeine or other stimulants.

Over the course of several days, the lack of sleep worsens until the body ultimately gives

out and falls asleep. Quite a lot of times, the body is affected by the time of day. The

human brain is conditioned to believe that occasionally the body ought to be sleeping.

They are frequently connected to seeing the dawn and sunset. The brain tells the body to

sleep between the hours of 2 AM and 6 AM. The body will eventually crash if the awake

duration is prolonged. The last aspect to consider is a person's physical condition. People

occasionally take medications that induce sleepiness or suffer from physical conditions

that result in these problems. Being physically unfit, either underweight or overweight,
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will lead to exhaustion. Additionally, the body will become weary more quickly when

under mental stress (ROSPA, 2020).

As Sasikala et al. (2018) said, driver drowsiness is one of the major safety hazards

now affecting the road transportation sector, and falling asleep behind the wheel is its

most dangerous expression. It lacks a triggering event and is instead characterized by a

gradual loss of focus on the road and traffic demands. Saini & Saini (2014) stated that

fatigue causes sleep and affects response time, both of which are critical elements of safe

driving. Additionally, it lowers attentiveness, alertness, and concentration, which makes it

harder to execute attention-demanding tasks like driving. Being sleepy slows down how

quickly information is processed and it may also affect decision-making standards

(Sasikala et al., 2018). The NHTSA (National Highway Traffic Safety Administration) in

America conducted a census of fatal crashes and found that drowsy driving accounts for

1.6% of all fatalities in 2020. It is responsible for one out of every eight crashes that

result in hospitalization, 71,000 injuries, and almost 100,000 collisions per year (‌Stewart,

2022).

2.2 Conventional Driver Drowsiness Detection

According to Saini & Saini (2014), a major challenge in the realm of accident

avoidance systems is the development of technologies for detecting or preventing

drowsiness while driving. One of the devices that have been continuously developed over

the years is a drowsiness detector in an automobile which can help to prevent numerous

accidents. Accidents can happen as a result of a brief spot of negligence, hence a

real-time driver monitoring system is important. This detector should operate with high

accuracy and be deployable to an embedded device (Reddy et al., 2017).

Several authors have put forth several methods for drowsiness detection systems,

the majority of which use vehicle-based methods and ECG. First is the Steering Wheel

Movement (SWM). Driving patterns can be estimated by detecting steering wheel

movement, deviation from the lane, or lateral position. To keep the car in a specific lane
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while driving, micro steering wheel adjustments are necessary. Based on correlations

between micro adjustments and drowsiness, one study reached an accuracy of 86 % in

drowsiness detection. In the other situation of driving pattern recognition, lane position

deviation is used. This tracks the vehicle's position in relation to the lane and evaluates

any deviations. However, driving skills, road conditions, and vehicle feature all play a

significant role in the driving pattern-based strategies (Jabbar et al., 2018). It is also

possible to measure the driver's steering behavior by mounting an angle sensor on the

steering column. When driving while drowsy, fewer micro-corrections are made to the

steering wheel than when driving normally. According to ‌Sahayadhas et al. (2014),

drivers who lack sleep turn the steering wheel less frequently than usual. The researchers

only took into account tiny steering wheel motions (between 0.5° and 5°), which are

required to alter the lateral position inside the lane, in order to minimize the consequence

of lane changes.

Numerous researchers have also thought of using the electrocardiogram (ECG)

and electroencephalogram (EEG) as physiological signals to identify drowsiness. Also,

there are significant differences in heart rate (HR) between alertness and fatigue and other

stages of drowsiness. As a result, drowsiness can also be detected using heart rate, which

the ECG signal makes it easy to determine. Others have evaluated drowsiness using Heart

Rate Variability (HRV), with low (LF) and high (HF) frequencies in the 0.04-0.15 Hz and

0.14-0.4 Hz ranges. On the other hand, the Electroencephalogram (EEG) is the most

often utilized physiological signal to assess drowsiness. The EEG signal has several

frequency bands, including the beta band (13-25 Hz), which corresponds to alertness, the

alpha band (8-13 Hz), which represents relaxation and creativity, and the theta band (4-8

Hz), which is related to drowsiness, and the delta band (0.5-4 Hz), which corresponds to

sleep activity. Drowsiness is indicated by a rise in the theta frequency band and a

decrease in the power changes in the alpha frequency band (Ngxande et al., 2017).
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In fact, the current approach for addressing drowsy driving is classified as either

intrusive systems or nonintrusive systems. The most accurate system is intrusive because

it measures physiological signals, but drivers complain that it is annoying because it

requires wearing sensors, like the Advance Safety Vehicle (ASV) created by Toyota,

Nissan, and Honda that uses a wristband to monitor drowsiness based on the pulse rate.

On the other hand, non-intrusive systems concentrate on changes in facial features caused

by various lighting conditions, angles of the face, and expressions, such as the

observation of eye closure in drowsiness detection because it is considered to be the first

and most crucial sign to consider when analyzing the drowsiness of the driver (Ramos,

2019).

2.3 Eye Behavior-based Driver Drowsiness Detection

The most important aspect of drowsiness detection is the eyes and eye region. The

majority of drowsiness detection systems compare eye condition and eyelid movement to

identify drowsiness. More than any other indicator, the condition of the eyes—whether

open or closed—helps detect driver drowsiness. Subconsciously, the eyelid muscles

gravitate to hasten the process of getting to sleep (Manu, 2016). The rate of eye blinking

and the duration of eye closure are assessed to detect driver drowsiness. Drivers can

easily be identified as being drowsy since their eyes blink and stare between their eyelids

differ from usual situations. In this technique, the position of the irises and the states of

the eyes are tracked over time to estimate the frequency and length of blinking.

Additionally, it uses a remotely located camera to capture video, after which computer

vision techniques are used to successively localize the positions of the face, eyes, and

eyelids in measuring the ratio of closure. One can tell if a driver is drowsy by watching

their eyes closed and how often they blink (Sasikala et al., 2018).

According to Han et al. (2019), eyelid movements must first be accurately

recognized and represented before features can be extracted from them. A sequence of

values that describe the degree of eyelid openness at each sample point can be used to

illustrate eyelid movements across time. However, the majority of previous studies,
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only identified two levels of eyelid openness, which is insufficient for modeling eyelid

motions because it is unable to determine the pace of change. There have been some

attempts to directly calculate the percentage of eyelid opening from the geometry of the

eyes. Moreover, the eye aspect ratio threshold is the most key parameter in this system; if

it is too low, the system will not be able to detect drowsiness; if it is too high, the system

will be very sensitive to detecting drowsiness (Quiroz et al., 2020).
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CHAPTER THREE

THEORETICAL FRAMEWORK

Figure 3.1 Theoretical Framework

The theoretical framework of the study was created on the premise of the

application of a trained model algorithm. The trained model algorithm of the system is

responsible for the classification of the MRL data set using data selection to identify

which images have opened or closed eyes, the resulting classification will then be used to

classify the incoming video stream from the image acquisition device to identify the

driver drowsiness status. The resulting drowsiness status will be used as a parameter for

the activation of the alarm system which can only be activated if the driver reached the

predetermined parameters.

3.1 Face and Eye Movement Recognition

The system's facial detection capability is due to the use of machine learning

object detection algorithms specifically, haar cascades. Haar cascades algorithms were

used to identify positive images, the part of the image which the proponent wants, and the

negative images, which is everything else on the image apart from the positive image.

With this, the face is set to be a positive image, then, using the acquired space, the eyes

are identified.
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3.2 Classification of Data Set Using Trained Model Algorithm

A training model or a machine learning model is an algorithm that has the

capability to categorize given data using labels. It seeks to relate the given data with each

of their labels, as the human brain does. Models that are trained on a high amount of data

are more accurate.

3.3 Identification of Drowsiness Level using PERCLOS

Percentage of eyelid closure or PERCLOS is the measure of alertness level of a

person based on the percentage of their eyelid closure over a set period of time. Among

the drowsiness-detection measures and technologies currently available, PERCLOS was

among the most reliable and valid determination of a driver’s alertness level. A driver is

considered drowsy when the measurements of their eyelid are more than 80% closed in a

set period of time.
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CHAPTER FOUR

METHODOLOGY
This chapter describes the techniques utilized in data collection and analysis that

are pertinent to the research. The approaches will include topics that were used in the

creation of the system such as data set, data selection, and technology used.

4.1 Data Set

One of the things needed when it comes to modeling is the data set used for the

model's training. The data set for the building model for the system comes from the MRL

website, which contains a large-scale data set of human eye images. This collection

comprises low-resolution infrared photos from exactly thirty-seven individuals acquired

under various lighting situations and with multiple instruments. The dataset is appropriate

for testing a variety of features or trainable classifiers. The following are the sample

images included in the data set.

Figure 4.1 Sample images of the Data set
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4.2 Data Identification

For the sake of convenience, the attached images within the data set are annotated

based on the properties of each image: subject ID, image ID, gender, glasses, eye state,

reflections, lighting condition of the image, and sensor ID.

1. Subject ID - the data set is gathered from thirty-seven individuals and this section

serves as their identification from subjects 1 to 37.

2. Image ID - it serves as the identification number for each image.

3. Gender - the annotation allocated for this property is defined as 0 for males, and 1

for females.

4. Glasses - some of the subject individuals wear glasses therefore we need to

identify them using 0 and 1 where: 0 is for without glasses and 1 is for with

glasses.

5. Eye state - this property is the most important property of the image in this study

because it will define whether the eyes are closed or not. The 0 represents close

and 1 represents open.

6. Reflections - some of the images have reflections and this annotation is

addressing certain reflections whether there is a big, small, or no reflection at all.

They were represented by 2, 1, and 0 respectively.

7. Lighting condition - each image has two states, bad and good. This is clearly

represented by 0 and 1 respectively.

8. Sensor ID - The collection comprises photos from three separate sensors (Intel

RealSense RS 300 sensor with 640 x 480 resolution, IDS Imaging sensor with

1280 x 1024 resolution, and Aptina sensor with 752 x 480 resolution). The real

sense sensor is represented by 01, the IDS is represented by 02, and Aptina is

represented by 03.

The annotation for each image is important to speed up the processing of the

images during the model training. With all of the properties, the most vital part of the

image is the eye state for the reason of identifying whether the driver is drowsy or not.
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The following are the sample image annotations from the data set.

Figure 4.2 Sample Image Annotations of the Data Set

4.3 Data Selection

Based on the gathered image from the data set, the proponents categorized each

image as whether it is in a closed or open eyes state. This can be determined based on the

annotation stated on each image. From the same path as the downloaded data set, the

classification of each image into a different folder may take place to smoothen out the

path directory during the implementation. The following diagram will represent the data

selection and classification.

Figure 4.3 Flowchart for Data Selection Part 1
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Figure 4.4 Flowchart for Data Selection Part 2

Based on the diagram represented above, the data from the downloaded MRL data

set needs to be categorized based on its eye state property. The classified images need to

be stored inside the open and close eyes folder using some image selection and

classification algorithm. After grouping the images, train and test folders need to be

created and each of these folders has open and closed eyes folders inside. The train folder

needs to have 90% of the images from the closed and open eyes folder created earlier

where each eye's state-based images are stored. On the other hand, the test folder needs

only 10% of the open and closed-eye images.

4.4 Model Training Algorithm

The model we used is built with Keras using Convolutional Neural Networks

(CNN). A convolutional neural network is a special type of deep neural network which

performs extremely well for image classification purposes. A CNN basically consists of

an input layer, an output layer and a hidden layer which can have multiple layers. A

convolution operation is performed on these layers using a filter that performs 2D matrix

multiplication on the layer and filter. The CNN model architecture consists of the

following layers:
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● Convolutional layer; 32 nodes, kernel size 3

● Convolutional layer; 32 nodes, kernel size 3

● Convolutional layer; 64 nodes, kernel size 3

● Fully connected layer; 128 nodes

For the training algorithm, the proponents decided to use a pre-trained Inception

V3 model. This model is an image recognition model and has been proven to achieve

higher than 78.1% accuracy on the ImageNet dataset, another Keras application model

architecture. Convolutions, average pooling, max pooling, concatenations, dropouts, and

fully linked layers are among the symmetric and asymmetric building blocks used in the

model. Batch normalization is done to activation inputs and is utilized extensively

throughout the model. Softmax is used to compute loss. The following image is the

diagram of the model.

Figure 4.5 Inception V3 Diagram
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Based on the figure above the model is composed of input and output layers. The

proponents decided to use the InceptionV3 model to apply transfer learning to the model

needed for the study. In context, the input layer or the knowledge of the said architecture

is the only needed layer for the training of the model and the output layer is being

disregarded.

MODEL Size Top-1 Accuracy Top-5 Accuracy

Inception V3 92 MB 77.9% 93.7%

Table 4.1 Evaluation of Inception V3 based on its size and accuracy

The proponents decide to use this model because of different factors such as the

size of the model. The InceptionV3 model is more efficient in terms of file size than other

Keras application models like VGG 16 and Resnet 152 where sizes range from 100 to

500 MB. Another factor is the time, since this study is limited in time, they tend to

choose this model due to its minimum effort in the implementation process compared to

other models which have a more complex structure.

4.5 Transfer Learning

The implementation of the pre-trained model from Keras is necessary to reduce

the time allocated for the model to be trained. Because training a model from scratch

takes time and may be longer than the time span needed for the study to be finished,

Based on the model training algorithm, uses transfer learning to reduce the time for the

model to train. This transfer learning is also part of machine learning but in a different

approach from the traditional machine learning setup. In transfer learning, the learning

method built within the model to perform a specific task is reused within another model

to perform another task. The following diagram shows the difference between traditional

machine learning and transfer learning.

20



Figure 4.6 Traditional Machine Learning vs Transfer Learning

The figure shows the difference between the processes of traditional machine

learning and transfer learning. In traditional machine learning, the model training process

starts from scratch to perform a specific task, and another model needs to be trained from

scratch without reusing pre-trained data from other sources to do a specific task. Transfer

learning, on the other hand, can reuse and incorporate existing knowledge from another

model to improve its own performance.

4.6 Tensorflow Application

To implement the model training algorithm and the transfer learning to the custom

model for the system, the proponents used the TensorFlow application. Tensorflow is an

application focusing on machine learning algorithm implementation, which takes an input

as a multi-dimensional array. These multi-dimensional arrays are called tensors, which

flow through different kinds of operations present within the system and come out as an

output on one end. All of the processes to create, train, and evaluate the custom model for

the system built within the tensor flow, gives the proponents convenience in terms of

creating the model.
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CHAPTER FIVE

RESULTS AND DISCUSSION
The results of the created system's test implementation are presented in this

chapter. The proponents test the system under various conditions through a set of

parameters that may affect the performance of the project. The drowsiness level, face

angle, lighting conditions, eyes covered, eye accessories, and eye shape are all factors.

5.1. Drowsiness Level

Figure 5.1 Testing of Drowsiness Level: open, quarter closed, and close eyes

Figure 5.1 depicts different scenarios which identify the drowsiness level of the

subject. Based on the images, the created system can recognize the state of the eyes,

whether they are in an active state or not. The system interface is capable of showing the

eye states, the drowsiness level of each eye, and the drowsiness timer.
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Table 5.1 Data gathered from the testing of Drowsiness Level

The data gathered from the experiment are shown in table 5.1, which comprises

the drowsiness level of the subject based on the distance of the eyelids. In the first image,

the eyes of the subject are widely open, thus resulting in an active eye state. The left eye

shows a 0.05 percent drowsiness level and a 0.04 percent drowsiness level for the right

eye. In the second image, the eyes of the subject are quarter closed and show 64.92

percent of drowsiness level on the left eye and 17.38 percent on the right eye. And for the

last image, the subject's eyes are fully closed, thus showing a result of 96.01 percent

drowsiness level for the left eye and 98.50 percent for the right eye.

5.2 Face Angle
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Figure 5.2 Testing of different Face Angles: up, down, left, and right

Figure 5.2 above shows the different scenarios when the subject is facing the
camera at various face angles. Under these situations, the system can still recognize the
face and the eyes of the subject, together with the eye state and drowsiness level.

Table 5.2 Data gathered from the testing of different Face Angles

The data gathered from the experiment based on face angle is shown in table 5.2.

The proponents defined the face angle parameters as up angle, down angle, left angle,

and right angle. The first image in figure 5.2 depicts the up angle and detects the eye state

as active, resulting in a 0.00 percent drowsiness level on the left and right eyes. In the

second image, the subject is at a downward angle and still recognizes the face and eye of

the subject, yielding a 10.48 percent of drowsiness level on the left eye and 37.16 percent

on the right eye. The third image shows the left angle and still detects the face and the

eyes of the subject. The image gives a result of a 0.00 percent drowsiness level in both

eyes. And lastly, the face angle is the right angle. It still detects the face and the eyes of

the subject, yielding 8.17 percent for the left eye and 1.26 percent for the right eye.
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5.3 Light Conditions

Figure 5.3 Testing of different Light Conditions: high, mid, and low lighting

The system also tests under different lighting conditions to test whether the image

lighting quality affects the detection of the face and the eyes of the subject. Figure 5.3

above shows the different lighting conditions in the subject. Under these various

situations, the system still detects the face and the eye of the subject and indicates the eye

state and drowsiness level.

Table 5.3 Data gathered from the testing of different Lighting Conditions
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Table 5.3 above shows the data gathered from the test of the subject under

different lighting conditions. The proponents define the lighting parameters as high

lighting, mid-lighting, and low lighting. The first image in figure 5.3 shows the subject

under high lighting conditions and gives a result of 0.00 percent drowsiness level for the

left and right eyes. In the second image, the subject is under mid-lighting conditions and

the system still recognizes the face and the eye of the subject, yielding a 0.01 percent

drowsiness level for the left eye and a 0.31 percent for the right eye. And in the last

image, the subject is under low lighting conditions and can still detect the face and the

eyes of the subject. The data gathered from the last image shows a 0.85 percent

drowsiness level for the left eye and 2.25 percent for the right eye.

5.4 Eye Cover

Figure 5.4 Testing the system’s accuracy when one eye is covered

The system also tested whether it can still detect each of the eyes when each of

the eyes is blocked. Figure 5.4 shows the subject covering each eye and the system can

still identify each eye, which can be seen by the green boxes in the images. The system

can still also recognize the eye state and drowsiness level of the subject.
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Table 5.4 Data gathered from the testing when one eye is covered

Table 5.4 shows the data gathered from the test of the subject after blocking each

eye. In the first image seen in figure 5.4, the subject blocks its right eye and still

recognizes the left eye. The eye state is in an active state and gives an 8.38 percent

drowsiness level. On the other hand, the second image blocks its left eye and still yields

an active eye state and an 11.38 percent drowsiness level.

5.5 Eye Accessory

Figure 5.5 Testing the system’s accuracy when the subject is wearing eye accessories: glasses, blocked by
reflection, and sunglasses
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The proponents also considered the eye accessory that a subject may use during

driving such as eyeglasses and sunglasses. This is an important parameter to discuss since

it can greatly affect the eye detecting function of the system. The second image in figure

5.5 also shows reflection in the eyeglasses. The gathered data from this test can be shown

in the table below.

Table 5.5 Data gathered from the testing when the subject is wearing eye accessories: glasses, blocked by
reflection, and shades

Table 5.5 shows the data gathered from the test subject under the condition of

wearing eye accessories. The parameters, according to the proponents, are: wearing

eyeglasses, eyeglasses blocked by reflection, and shade (sunglasses). Based on the

images from figure 5.5, the first image shows a subject wearing eyeglasses without the

interference of a reflection. It gives a result of 1.08 percent for the left eye and 0.07% for

the right eye. In the second image, the eyeglasses of the subject were blocked by

reflections that resulted in 0.24 percent for the left eye and 0.27 percent for the right eye.

In the last image, the subject wears sunglasses, which can totally block the eyes. Having

this, the system automatically shows an inactive eye state and it is not detected by the

system
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5.6 Eye Shape

Figure 5.6 Testing the system’s accuracy through the subject’s eye shape

The proponents still considered other factors that may affect the system, such as

the eye shape of the subject. Figure 5.6 above shows a subject that has Asian eyes, which

somehow affects the eye detecting function of the system. When the eye of the subject is

in an open and closed state, the detection of the active and inactive status of the eye is

still working. But when the eye is a quarter closed, the system automatically detects the

subject as drowsy and has an inactive eye state. The table below shows the data gathered

for this test.
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Table 5.6 Data gathered from the testing of the system’s accuracy through the subject’s eye shape

Table 5.6 shows the data gathered from the subject based on its eye shape under

different eye states. The proponents define the parameters as open eyes, quarter closed

eyes, and closed eyes. The first image in figure 5.6 shows the open-eye state of the

subject, resulting in a 0.03 percent drowsiness level for both eyes. In the second image,

the subject is in quarter closed eyes and shows an inactive eye state having a 97.50

percent of drowsiness level for the left eye and 98.01 percent for the right eye. In the last

image, the subject totally closed her eyes, yielding an 89.09 percent drowsiness level for

the left eye and 92.76 percent for the right eye.

5.7 Detection Capability

Table 5.7 Data gathered from the testing of detection capability in optimal conditions, with eye accessories,
and under poor lighting conditions.
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Figure 5.7 Testing of the system’s detection capability in optimal conditions, with eye accessories, and
under poor lighting conditions.

The detection capability of the system was checked by operating under various

conditions. The proponents set a list of identifiable on which the system must detect in

order to function properly, namely, face, left eye, right eye, eyelid open, and eyelid close.

The system then was tested if it was capable of detecting the identifiable. The proponents

were able to observe that in optimal condition, the system function without any problem.

In identifying if the system can see through eye accessories, it is observed that it can

identify the facial structure with no issues but the eyes and eyelid movements can only be

detected provided that the system has a clear view of the eyes. In poor lighting

conditions, the system will work as long as the light is adequate and the subject could still

be seen through minor detection fluctuations observed.
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CHAPTER SIX

CONCLUSION AND RECOMMENDATION

6.1 Conclusion

The proponents of the study seek to know how machine learning object detection

algorithms can be used to identify driver drowsiness status if the system can operate

under various scenarios, the accuracy of the facial and eyelid detection system, and if the

system can compete against commercially available driver drowsiness detection systems.

After thorough testing and observation, the proponents concluded that the creation of a

Real-time Driver Drowsiness Detection using OpenCV with Keras Convolutional Neural

Network was possible using machine learning object detection algorithms and model

training algorithms. Specifically, the system was created using the implementation of

convolutional neural networks to classify eyes as open or closed wherein drowsiness was

determined based on the frequency of closed eyes over a set period of time, this method

is called PERCLOS, percentage of eyelid closure, which is found to be the most reliable

and valid determination of driver’s alertness level. With that established, the system

undergoes testing on various scenarios and conditions particularly, on scenarios that are

most likely to happen namely, lighting condition, eye accessories, face angle, and eye

shape. Upon examination of the gathered data on various testing, the proponents

concluded that the system can operate normally in some scenarios provided that the main

input, which is the face and eyelid movements, are still visible. The system detection

capability was also checked under different conditions. In an optimal scenario, in which

lighting is adequate and there’s no hindrance of accessories, the detection capability

encounters no issue; however, when accessories were added, issues arise depending on

what kind of glasses were used. Eye detection with clear glasses or prescription glasses

experiences no issue unless reflection from a light source blocks the system’s view of the

eyes. Sunglasses, on the other hand, serve as a hindrance to the system, in fact, it blocks

the system from identifying the eyes and eyelid movement but it does not affect the

detection of the face itself. Based on all the data provided by the system and the
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observation of the proponents, the system performs properly for academic use but poorly

for commercial deployment. There exist studies that are highly advanced and use far

better algorithms than the system but the system potential and scalability are worth

noting.

6.2 Recommendation

Upon completion of the prototype, testing, and observation by the proponents of

this study, the proponents found out that the system suffers from several drawbacks that

could be improved through refining various algorithms that were used by the system. The

said drawbacks include; the detection of objects which resembles a human face, failure of

the alarm to activate upon detection of two human faces, minor inaccuracy to detect eye

movement when presented with eye accessories, and failure to identify unfamiliar eye

structure of different ethnic groups and video streams that have low frame rates creating

false-positive scenarios. In addition, it is worth noting that the time and resource

constraints that the proponents are subjected to directly affects the technical quality of the

system as image processing technologies along with model training algorithms require

time and large data sets. With that said, the proponents recommend the following:

● Improvement of facial detection algorithm

● Refinement of eye movement detection algorithm

● Inclusion of large data set that encompass various ethnicity

● Improvement of real-time computer vision for continuous streaming

● Inclusion of other facial features that indicates drowsiness

● Additional facial recognition feature to recognize the driver
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